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ABSTRACT

Both in linguistics and in speech technology phonetic
transcriptions (PTs) are often needed. Given the many
drawbacks in making manual PTs, researchers have been
looking for ways to obtain PTs automatically. In this paper
an overview is presented of automatic phonetic
transcription (APT). Several aspects of APT are discussed:
evaluation, generation and usability. Evaluation is needed
to determine the quality of APTs. Usually this is done by
comparing the APTs with human reference transcriptions.
Generating APTs can be done in several ways, e.g. by
means of phone recognition or forced recognition. The
quality of the generated APTs can be enhanced by
optimizing the automatic speech recognition systems used
to make the APTs. In spite of the current limitations of ASR
technology, APTs already offer some important advantages
for phonetic research. In this paper we explain how.

1. INTRODUCTION

The use of computers in phonetic science is now pervasive:
time-consuming tasks that were previously done by hand
can now be done automatically with considerable gains in
time, costs, and often also in accuracy and/or quality.

One of the tasks that appear to be particularly
time-consuming, costly and error-prone is phonetic
transcription [16, 3]. Transcriptions have long been used in
linguistic research, both for explorative and hypothesis
testing purposes. More recently, phonetic transcription has
proved to be very useful for speech technology too, e.g. for
automatic speech recognition and for speech synthesis.
Because of the problems involved in obtaining phonetic
transcriptions - the time required, the high costs incurred,
the often limited accuracy obtained, and, especially for
speech technology applications, the need to transcribe large
amounts of data - researchers have been looking for ways of
automating this process, for example by employing speech
recognition algorithms.

In this paper we provide an overview of the state of the art
in automatic phonetic transcription (APT), paying special
attention to the most relevant methodological issues and the
ways they have been approached. In section 2, evaluation
of APTs is discussed, while in section 3 generating the
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is addressed. Finally, in section 4 the usability of
is discussed.

2. APT EVALUATION

e APTs can be used, it is important to know how
te they are. The problem of transcription quality
ment is not new, since human phonetic transcriptions
exactly the same problem: before using them for
ch one needs to know to what extent they are accurate
, 4, 18]. Phonetic transcriptions, whether they are
ed automatically or are produced by human
ribers, are generally used as a basis for further
ssing (research, ASR training, etc.). They can be
d as representations or measurements of the speech
and it is therefore legitimate to ask to what extent

live up to the quality standards of reliability and
ty that are required of any form of measurement. With
t to automatic transcriptions, the problem of quality
ment is complex because comparison with human
mance, which is customary in many fields, is not
htforward, owing to the subjectivity of human
riptions and to a series of methodologically complex
that will be explained below.

eliability and validity

eral terms, the reliability of a measuring instrument
ents the degree of consistency observed between
ed measurements of the same object made with that
ment. It is an indication of the degree of accuracy of a
ring device. Validity, on the other hand, is concerned
hether the instrument measures what it purports to

re. In fact, the definitions of reliability and validity
n test theory are much more complex and will not be
d in this paper. The description provided above
tes an important difference between the reliability of
n-made as opposed to automatic transcriptions and is
d to the fact that human transcriptions suffer from
ubject and inter-subject variation and repeated
rements of the same object will differ from each
With automatic transcriptions this can be prevented
se a machine can be programmed in such a way that
ed measurements of the same object always give the
result, thus yielding a reliability coefficient of 1, the
st possible. It follows that with respect to the quality



of automatic transcription only one, albeit not trivial,
question needs to be answered, viz. that concerning
validity.

2.2 Defining a reference

The description of validity given above suggests that any
validation activity implies the existence of a correct
representation of what is to be measured, a so-called
benchmark or 'true' criterion score (as in test theory). The
difficulties in obtaining such a benchmark transcription are
well known, and it is generally acknowledged that there is
no absolute truth of the matter as to what phones a speaker
produced in an utterance [3, 4, 19]. For instance, in an
experiment we asked nine experienced listeners to judge
whether a phone was present or not for 467 cases [19]. The
results showed that all nine listeners agreed in only 246 of
the 467 cases, which is less than 53%. Furthermore, a
substantial amount of variation was observed between the
nine listeners. The values of Cohen’s kappa varied from
0.49 to 0.73 for the various listener pairs. It follows that one
cannot establish the validity of an automatic transcription
simply by comparing it with an arbitrarily chosen human
transcription, because the latter would inevitably contain
errors. Unfortunately, this seems to be the practice in many
studies on automatic transcription.

To try and circumvent the problems due to the lack of a
reference point as much as possible, different procedures
have been devised to obtain reference transcriptions. One
possibility consists in using a consensus transcription,
which is a transcription made by at least two experienced
phoneticians after having reached a consensus on each
symbol contained in the transcript [15]. The fact that different
transcribers are involved and that they have to reach a
consensus before writing down the symbols may be seen as
an attempt to minimize errors of measurement, thus
approaching 'true' criterion scores. Another option is to have
more than one transcriber transcribe the material and to use
only that part of the material for which all transcribers agree
or at least the majority of them [12, 10].

2.3 Comparing automatic and reference transcription

Another issue that has to be defined in APT is how to
determine whether the quality of a given APT is
satisfactory. Once a reference transcription (RT) has been
defined, the obvious choice would be to carry out some sort
of alignment between the RT and the APT, with a view to
determining a distance measure which will also provide a
measure of transcription quality. For this purpose, dynamic
programming algorithms with different weightings have
been used by various authors [13, 8]. In our research we
have used a dynamic programming algorithm in which the
distance between corresponding phonetic symbols is
calculated on the basis of articulatory features defining the
speech sounds the symbols stand for [3, 4]. In addition to
aligning two transcriptions, this algorithm compares the
two transcriptions and returns various data such as an
overall distance measure, the number of insertions,
deletions and substitutions of phonemes, and more detailed
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sted to know how the APT differs from the RT, and,
he APT could be improved [see e.g. 6, 5, 1].

etermining when an APT is of satisfactory
y

having established how much an APT differs from an
ne would probably need some reference data to
ine whether the degree of distance observed is

table or not. In other words, how can we determine
er the quality of a given APT is satisfactory? Again
n transcriptions could be used as a point of reference.
stance, one could compare the degree of agreement
ed between the APT and the RT with the degree of
ent observed between human transcriptions of the

utterances that are of the same level of detail and that
ade under similar conditions, because this agreement
onstitutes the upper bound, as in the study reported in

If the degree of agreement between the APT and the
comparable to what is usually observed between

n transcriptions, one could accept the APT as is (see
ection 3.2); alternatively, if the degree of agreement
en the APT and the RT is lower than what is usually
ed between human transcriptions, the APT should

e improved. However, the problem with this approach
it is difficult to find data on human transcriptions to
d as reference (see for more information on this point

er a transcription is of satisfactory quality will also
d on the purpose one needs the transcription for.
differences in transcriptions can be important for one
ation, but less important for another application.
fore, for meaningful evaluation of transcriptions a
t is needed. Such an evaluation within the context of
s applications is the topic of a PhD project that has
ly started at our department [see 17].

3. HOW TO OBTAIN APTs?

ech technology, various tools have been developed
go some way toward obtaining phonetic

entations of speech in an automatic manner. Some are
bed in this section.

one recognition

ay to obtain APTs is by using phone recognition. For
urpose, completely unrestricted phone recognition
e used, but usually some phonotactic constraints are
yed in the form of a phone language model. Phone
cy turns out to vary between roughly 50% and 70%.
stance, for one of our ASR systems we measured a
 accuracy level of 63% for extemporaneous speech
n general, such levels of phone accuracy are too low,
us the resulting APTs cannot be used directly for

applications. Still, phone recognition can be useful.
ur ASR system with a phone accuracy of 63% we



examined the resulting phone strings by comparing them to
canonical transcriptions [20]. The results showed that the
number of insertions (4%) was much smaller than the
number of deletions (17%) and substitutions (15%).
Furthermore, the vowels remain identical more often than
the consonants, mainly because in comparison to the
consonants they are deleted less often. Finally, we studied
the most frequently observed processes, which were all
deletions. It turned out that these frequent processes are
plausible connected speech processes (see [20]), some of
which are related to Dutch phonological processes that
have been described in the literature (e.g. /n/-deletion,
/t/-deletion and /@/-deletion are described in [2]). Phone
recognition can thus be used for hypothesis generation.
However, owing to the considerable number of
inaccuracies in unsupervised phone recognition, it is often
necessary to check or filter the output of phone recognition.
The latter can be done by applying decision trees [7] or
forced recognition [19].

3.2 Forced recognition

In forced recognition the goal is not to recognize the string
of words that was spoken, as in standard ASR. On the
contrary, in forced recognition this string of words (the
orthographic transcription) has to be known. Given the
orthographic transcription, forced recognition can
determine for each word which pronunciation most closely
matches the signal. In order to do so, multiple
pronunciations of words have to be present. Forced
recognition, which is also referred to as forced (Viterbi)
alignment, can thus be used for hypothesis verification.

In section 2.4 we mentioned that one of the ways to
determine whether an APT is of satisfactory quality is by
comparing the degree of agreement between the APT and
the RT with the degrees of agreement usually observed
between comparable transcriptions made by human
transcribers. This has been done for forced recognition. For
spontaneous speech the following interlistener agreement
levels were reported: 79%-83% [11, 14], and 75%-85%
[19]. The agreement levels observed between manual and
machine transcriptions are 72%-80% [11, 14], and
76%-80% [19]. These data indicate that forced recognition
produces satisfactory results, because the choices made by
the ASR are comparable to those made by human listeners
[19].

3.3 How to optimize APTs?

Given that APTs are used more and more, it is remarkable
that relatively little research has been conducted on
optimizing APTs. Much more research has been done on
lowering the word error rates (WERs) of ASR systems.
Whenever APTs have to be generated by means of ASR
systems, the available ASR system with the lowest WER is
likely to be chosen to generate the APTs. However, in [9]
we showed that lower WERs do not always guarantee
better transcriptions. For instance, using context-dependent
HMMs usually leads to lower WERs, but not always to
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ality of APTs, one should not simply take the ASR

with the lowest WER. Instead, specific ASR
s have to be optimized for this task (i.e. to generate

al APTs). Our research made clear that by combining
ht properties of an ASR, the resulting APTs can be

ved. In [9] this was achieved by training the HMMs
ad speech (instead of spontaneous speech), by
ning the topology of the HMMs, and by means of
nciation variation modeling.

4. USABILITY OF APTs

uestion that arises at this point is what advantages
can offer. It is obvious that APT cannot be used for
rative purposes to obtain phonetic transcriptions of
lete utterances from scratch. However, by means of
tic recognition information can be obtained about
ntly occurring processes (see section 3.1), e.g. in the

of rewrite rules. Furthermore, forced recognition can
ployed for hypothesis verification (see section 3.2),
is probably the most common way of using phonetic

riptions in phonetics, phonology, sociolinguistics,
alectology.

ctice, APT can be used in all research situations in
the phonetic transcriptions have to be made by one
. Given that an ASR does not suffer from tiredness
ss of concentration, it could assist the transcriber who
ly to make mistakes owing to concentration loss. By
aring his/her own transcriptions with those produced

ASR a transcriber could spot possible errors that are
absent-mindedness.

rmore, this kind of comparison could be useful for
reasons. For instance, a transcriber may be biased by
r own hypotheses and expectations with obvious
quences for the transcriptions, while the biases in

can be controlled. Checking the automatic
riptions may help discover possible biases in the
r’s data. In addition, APT can be employed in those
ons in which more than one transcriber is involved, in
to solve possible doubts about what was actually

ed. It should be noted that using APT will be less
sive than having an extra transcriber carry out the
task.

dvantages of APT become really evident when it
to exploring large speech databases. First, because,

ntioned above, APT makes it possible to achieve
mity in phonetic transcription. With human phonetic
ription this would be utopian: large amounts of
h data cannot possibly be transcribed by one person,
e more transcribers are involved, the less uniform the
riptions are going to be. Eliminating part of this
tivity in transcriptions can be very advantageous,

ially when analyzing large amounts of data. Second,
se with APT it is possible to generate phonetic
riptions of huge amounts of data that would otherwise



remain unexplored. The fact that these large amounts of
material can be analyzed in a relatively short time, and with
relatively low costs makes APT even more important. The
importance of this aspect for the generalizability of the
results cannot be overestimated. And although the
automatic procedures used to generate APTs are not
infallible, the advantages of a very large dataset might very
well outweigh the errors introduced by the mistakes the
automatic procedures make.
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